
Abstract: 

 

Non-smooth non-convex optimization problems pose many challenges to the definition 

and computation of stationarity concepts. Although the field of variational analysis has 

over the years developed various stationarity concepts for Lipschitz functions and 

provided many beautiful theoretical tools for studying them, the computational 

complexity of these concepts remains largely open. In this talk, we discuss the 

complexity of finding (approximate) stationary points of certain sub-classes of 

Lipschitz functions. On the negative side, we show that under a standard first-order 

oracle framework, no algorithm that can find a near-approximate stationary (NAS) 

point of any Clarke regular function has dimension-free finite-time complexity. On the  

positive side, we show that with a standard first-order oracle, there is an algorithm with 

dimension-free finite-time complexity for computing a Goldstein approximate 

stationary point of a Lipschitz function. If time permits, we also discuss how such an 

algorithm can be used to compute NAS points of certain Clarke irregular Lipschitz 

functions that arise in machine learning applications. 
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